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Abstract The concept of determinism, while clear and well assessed for string
languages, is still matter of research as far as picture languages are concerned.
We introduce here a new kind of determinism, called snake, based on the bous-
trophedonic scanning strategy, that is a natural scanning strategy used by many
algorithms on 2D arrays and pictures. We consider a snake-deterministic variant
of tiling systems, which defines the so-called Snake-DREC class of languages.
Snake-DREC properly extends the more traditional approach of diagonal-based
determinism, used e.g. by deterministic tiling systems, and by online tessellation
automata. Our main result is showing that the concept of snake-determinism of
tiles coincides with row (or column) unambiguity.
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1 Introduction

Picture languages are a generalization of string languages to two dimensions: a picture
is a two-dimensional array of elements from a finite alphabet. Several classes of picture
languages have been considered in the literature [8,10,6,12]. In particular, here we refer
to class REC introduced in [8] with the aim to generalize to 2D the class of regular
string languages. REC is a robust class that has various characterizations; in particular,
it is the class of picture languages that can be generated by tiling systems, a model
introduced in [7], where pictures are specified as alphabetic projection of a local 2D
language defined by a set of tiles.

For string regular languages, two central notions are those of determinism and un-
ambiguity. Going towards 2D, the concept of unambiguity is straightforward and yields
to class UREC [7]. UREC defines unambiguously tiling recognizable languages, whose
pictures are the projection of a unique element in the corresponding local language. In
an effort to go towards determinism, the authors of [1] introduced an intermediate no-
tion of “line” unambiguity, embodied in classes Row-UREC and Col-UREC, and based
on backtracking at most linear in one dimension of the picture.

* This work has been supported by the MIUR PRIN project “Mathematical aspects and emerg-
ing applications of automata and formal languages”, and CNR RSTL 760 “2D grammars for
defining pictures”.



The concept of determinism for picture languages is far from being well understood.
The most relevant difficulty is that in 2D any notion of determinism seems to require
some pre-established “scanning strategy” for reading the picture. Tiling systems are
implicitly nondeterministic: REC is not closed under complement, and the membership
problem is NP-complete [11]. Clearly, this latter fact severely hinders the potential ap-
plicability of the notation. The identification of a reasonably “rich” deterministic subset
of REC would spur its application, since it would allow linear parsing w.r.t. the number
of pixels of the input picture.

In past and more recent years, several different deterministic subclasses of REC
have been studied, e.g. the classes defined by deterministic 4-way automata [10] or
deterministic online tessellation automata [9]. This latter model inspired the notion of
determinism of [1], that relies on four diagonal-based scanning strategies, each starting
from one of the four corners of the picture. To mark this aspect, in this paper we will
call the corresponding deterministic class Diag-DREC'.

In a effort to generalize their approach, the same authors in [2] suggest other kinds
of strategies. Inspired by their work, we introduce here a new kind of determinism for
tiles, based on a boustrophedonic scanning strategy, that is a natural scanning strategy
used by many algorithms on pictures and 2D arrays (such as shearsort) [4,2,5]. This
leads to a class called Snake-DREC, which can be defined equivalently in terms of
tiling systems or online tessellation acceptors.

Snake-DREC properly extends Diag-DREC while keeping some important closure
properties. For instance, it is still closed under complement, rotation and symmetries.
However, like Diag-DREC, it is not closed under intersection. When pictures of only
one row (or column) are considered, this model reduces to deterministic finite state au-
tomata. Quite surprisingly, we found that our notion of determinism coincides with line
unambiguity of Row-UREC (or Col-UREC): our main result is showing that the lan-
guages of this class can actually be recognized deterministically by following a bous-
trophedonic scanning strategy.

The paper is organized as follows. In Section 2 we recall some basic definitions and
properties on two-dimensional languages and tiling systems. In Section 3 we introduce
snake-deterministic tiling systems. In Section 4 we present our main result. In the last
section we define and characterize class Snake-DREC.

2 Preliminaries

2.1 Tiling recognizable picture languages

The following definitions are taken and adapted from [8].

Let 2 be a finite alphabet. A two-dimensional array of elements of X' is a picture
over 2. The set of all pictures over 2 is Z**. A picture language is a subset of 2**. If C
denotes some kind of picture-accepting device, then £(C) denotes the class of picture
languages recognized by such devices.

For h, k > 1, 2"k denotes the set of pictures of size (h, k); # ¢ 2 is used when needed
as a boundary symbol; p refers to the bordered version of picture p. That is, for p € X",

! The original name is DREC.
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A pixel is an element p(i, j) of p. We call (i, j) the position in p of the pixel. We will
sometimes use position (7, j) with i or j equal to 0, or & + 1, or k + 1 for referring to
borders.

We will sometimes consider the 90° clockwise rotation, the horizontal mirror, and
alb then 1514 c|d andba
cld|’ d\b|’|alb|’ dlc
are its rotation, horizontal mirror and vertical mirror, respectively. Naturally, the same
operations can be applied to languages, and classes of languages, too.

We call tile a square picture of size (2,2). We denote by T'(p) the set of all tiles
contained in a picture p.

Let 2 be a finite alphabet. A (two-dimensional) language L C X™** is local if there
exists a finite set O of tiles over the alphabet 2 U{#} such that L = {p € 2** | T(p) C 6}.
We will refer to such language as L(O).

Let 7 : I' — X be a mapping between two alphabets. Given a picture p € '™,
the projection of p by r is the picture n(p) € 2** such that n(p) (i, j) = =(p(i, j)) for
every position (i, j). Analogously, the projection of a language L C I'** by n is the set
(L) = {n(p) | p € T**) € =+,

A tiling system (TS) is a 4-tuple 7 = (2,1, 0,m) where 2 and I" are two finite
alphabets, @ is a finite set of tiles over the alphabet I" U {#f and 7 : I' — 2 is a
projection. A picture language L C X** is tiling recognizable if there exists a tiling
system (X, I, ©,n) such that L = n(L(0)). We say that T generates L and denote by
REC the class of picture languages that are tiling recognizable, i.e, REC = L(TS).
Notice in particular that any local language is tiling recognizable.

the vertical mirror of a picture p. E.g. if p =

Example 1. The language Lcener Of square pictures over {0, 1} with odd size, greater
than 2, and having 1 only in the center is generated by the tiling system (X, I, O, ),
where: I' = {I,\.,./,- }; n(1) = 1, n(x) = 0 for x # 1, and the set of tiles is @ = T(p),

Notice that it is straightforward to extend the previous tiling system to define the

language L., of square pictures with odd size, and having 1 not only in the center,



but possibly elsewhere. E.g., we may set I' = ({0, 1} x {\\,/,- }) U {(1,1)} and n:
n(0,y) =0,7(1,x) = 1.

REC coincides with the class of languages recognized by online tessellation accep-
tors (OTA), that are special acceptors related to cellular automata [9]. Informally, an
online tessellation acceptor can be described as an infinite two-dimensional array of
identical finite-state automata, where the computation proceeds by counter-diagonals
starting from top-left towards bottom-right corner of the input picture. A run of a OTA
on a picture consists in associating a state to each position of the picture. At the begin-
ning, an initial state is assigned to all top and left border positions. The state at position
(i, j) is given by the transition function and depends both on the symbol of the picture
at that position, and on the states already associated with positions (i, j—1), (i—1, j—1)
and (i — 1, j). The picture is accepted if the state associated with the bottom-right corner
is final.

A natural subclass of REC, already introduced in [7], is UREC consisting of the
tiling recognizable languages whose pictures are the projection of a unique element in
the corresponding local language. Formally, a tiling system (X, I', ©, ) is called unam-
biguous if, for every ¢q,q’ € L(0), n(q) = n(q’) implies g = ¢’. UREC is the class of
all unambiguous languages. It is known that UREC c REC and that it is undecidable
whether a tiling system is unambiguous [3].

2.2 Diagonal-deterministic languages

Here we present the notion of determinism proposed in [1]. This is inspired by the
deterministic version of online tessellation acceptors [9], which are directed according
to a corner-to-corner direction (namely, from top-left to bottom-right, or #2br).

Consider a scanning strategy that respects the tI12br direction: any position (x,y) is
read only if all the positions that are above and to the left of (x,y) have already been
read. Roughly speaking, tI2br determinism means that, given a picture p € X**, its
preimage p’ € L(®) C I'"* can be build deterministically when scanning p with any
such strategy. Formally, a tiling system 7 = (X, I, @, «) is called tI2br-deterministic if
forany X, Y,Z € I' U {#} and a € X, there exists at most one tile

XY
Z|A

€0 with 7(A) = a.

By rotation, one can define d-deterministic tiling systems (d-DTS) for any corner-
to-corner direction d in {t12br, tr2bl, bl2tr, br2tl}, where t, b, 1, and r stand for top, bot-
tom, left, and right, respectively.

Example 2. The language Ly,-s. of square pictures where the first row equals the first
column is in L(tI2br-DTS) N L(tr2bl-DTS) N L(bl2tr-DTS), but does not belong to
L(br2tl-DTS) [1].

We use Diag-DREC to denote the family of languages recognized by some d-DTS (for
all corner-to-corner directions d). Diag-DREC is equal to the closure by rotation of the
class of languages recognized by deterministic OTAs (denoted as DOTASs).



Example 3. The language L3,—;, of square pictures where there is one row that equals
the last one cannot be recognized neither by any t12br-DTS [9, Theorem 3.1], nor (sym-
metrically) by any tr2bl-DTS. However, Ly,-;, € Diag-DREC since one can prove that
it is recognized both by bl2tr-DTS and br2tl-DTS.

Diag-DREC is properly included in UREC, as the following example testifies.

Example 4. Let Liames = Ly=fcNLip=1cNL, fr=ﬁnL21r=ﬁ be the language of square pic-
tures such that: the first row equals the first column, the last row equals the last column,
the second row equals the reverse of the second last column, the second last row equals
the reverse of the second column. Then Lgmes is in UREC but not in Diag-DREC [1].

2.3 Row and column unambiguity

In [1] a hierarchy of classes between determinism and unambiguity is also exhibited.
Here we adapt the basic definitions, results, and examples from [1].

Consider the side-to-side direction t2b (from top to bottom). A tiling system (X, I,
0O, m) is called t2b-unambiguous if, for any rows X = (X, Xp, -+ , X)) € rvmy #im
and a = (a1,az,- - ,a,) € "™, there exists at most one row A = (A, Ay, -+ ,Ap) €
' such that

#x1x].. x| #
# 1A |A,]. . A, #

mA)=a and T co. (1)

Example 5. Let L = La.—sc N L3c=c of square pictures where there are one column that
equals the first one and one column that equals the last one. L is not in Diag-DREC, but
it can be recognized by a t2b-unambiguous tiling system.

Similar properties define d-unambiguous tiling systems (d-UTS) for any side-to-
side direction d € {r2b, b2t, [2r, r21}. Row-UREC (resp. Col-UREC) denotes the class of
row-unambiguous (resp. column-unambiguous) languages, i.e., the languages generated
by t2b-UTS or b2t-UTS (resp. 12r-UTS or r21-UTS). The following relation holds, with
all strict inclusions:

Diag-DREC ¢ (Col-UREC N Row-UREC) c (Col-UREC U Row-UREC) c UREC. (2)

In the rest of the paper we will use the informal term line unambiguity for referring both
to row and to column unambiguity.

3 Snake-deterministic tiling systems

Given a tiling system 7 = (X, I, 0,7) and a picture p € X**, imagine to build one
preimage p’ € L(0), n(p’) = p, by scanning p with a boustrophedonic strategy. More
precisely, start from the top-left corner, scan the first row of p rightwards, then scan
the second row leftwards, and so on, like in the following picture, where the number in
each pixel denotes its scanning order:

11234
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This means that we scan odd rows rightwards and even row leftwards, assigning a sym-
bol in I" to each position. The choice of the symbol clearly depends on the symbols
in the neighbourhood, and it is determined by a tile in ©. In general, the choice is not
unique and hence the procedure may not be deterministic. We introduce the following
definition to guarantee such condition.

Definition 1. A tiling system T = (X, I, O, rr) is snake-deterministic if I" and ©@ can be
partitioned as I’ = I'y U T, © = ©1 U Oy, where

— (2, T, 0y, n) is t12br-deterministic and O contains only tiles like

as|\by

, Withai,biEFiU{#}fOViZ 1,2;

ay |b

— (2,1, Oy, 1) is tr2bl-deterministic and @, contains only tiles like

ai|by

with a;,b; € I'; U {#} fori= 1,2, and (a;,by) # (#,#).

az|bs|’

Snake-deterministic tiling systems are abbreviated as snake-DTS.

In the following we shall always use this notation: symbols on light gray background
belong to I'; U {#}, symbols on dark gray background belong to I'; U {#}. Hence tiles in
. alb cld .
0, or O, will appear as o4l “lalpl respectively.

In [1], it is proved that tI2br-deterministic tiling systems are equivalent to determin-
istic online tessellation acceptors (DOTA). Analogously, here we introduce a similar

model of acceptor equivalent to snake-deterministic tiling systems.

Definition 2. A deterministic snake online tessellation acceptor (ZOTA) is a 7-tuple
<Z’ Ql ) Q27 401,402 F, 6> Where.'

- X' is the input alphabet;

- Q1 and Q, are two disjoint set of states;

- qoi € Q; are the initial states;

-FCcOQiu0,=0;

-0:0X0OXQ0x2w— Qis the transition function satisfying 6(p1, q1, p2,a) € Qa,
5(sz q2, plsa) € Ql)for every p;,q; € Qi and a € X.

A run of any ZOTA on a picture consists in scanning the picture following the snake-
like strategy, associating, at each step, a state with the current position in the picture. At
step 0, the initial state gg; is assigned to all the border positions (0, j) and (i, 0) with i
even, whereas the initial state gy is assigned to all positions (i, 0) with i odd. The state at
position (i, j) is given by the transition function and depends on the input symbol at that
position and on the states already associated with some of the neighbouring positions:
for odd i, the positions considered are (i — 1, j), (i — 1, j — 1), and (i, j — 1); for even i,
(i—-1,),0—-1,j+1),and (i, j + 1). The picture is accepted if the state associated with
the last position (i.e. the bottom-rightmost for pictures with an odd number of rows, the
bottom-leftmost otherwise) is in F'.

Reasoning as in [8, Theorem 8.1] one can easily prove that deterministic snake
tessellation automata are equivalent to snake-deterministic tiling systems.



Proposition 1. £(ZOTA) = L(snake-DTS).
Proposition 2. L(snake-DTS) is a boolean algebra.

Proof (sketch). If L is recognized by a ZOTA, then so is its complement (it is sufficient
to exchange final states with non-final ones). Hence, by Proposition 1, L(snake-DTS)
is closed under complement.

Moreover, given two snake-DTSs recognizing two languages L; and L, respectively,
one can follow the construction defined in [8] to build a new TS recognizing the in-
tersection L; N L,. Such construction preserves snake-determinism, hence we get the
closure under intersection. O

The following example shows how a snake-DTS, or, equivalently, a ZOTA, can
“propagate signals” both in tI2br and tr2bl corner-to-corner directions. This property
does not hold in general for tI2br-DTSs or tr2bl-DTSs. Indeed, we will show in Sec-
tion 4 that they are strictly less powerful than snake-DTSs.

Example 6. The language L enr described in Example 1 is recognized by the following
snake-DTS. I" = 'y U I'; where

Fo={\./,\o/, =, 1} I'y = {1} x I, I = {2} x I,

and 7 is such that 7(x, 1) = 1, a(x,y) = 0,fory # 1. ® = T(p) U T(§) where p and g
are the following pictures. For better readability, the first component of symbols in I
is depicted as a light gray background, instead of the symbol 1; analogously, the first
component of symbols in I'; is depicted as a dark gray background.

NE=1=1=1=1=1=]=
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=T IN . /- IN>] -
ARZBE = - |/ aRNE

AA-T-1-1-N\- AT-T-T-T-N

AAo=T-T-T-T-T-N

The basic mechanism of this tiling system is the same as the one of Example 1:
the two diagonals are used to identify the center. To make the tiles snake-deterministic,
we have first to distinguish odd and even rows, by using in I" a first component 1,
and 2, respectively. First, notice that we have to use two prototypal pictures p and g
to define the tile-set: p represents pictures in which the center symbol is found during
a left-to-right scan, while g represents the other direction. Symbols — and < mark
the fact that there is a diagonal at the position immediately below. This information is
needed for the right-to-left component of the boustrophedonic movement, to mark the
top-left to bottom-right diagonal (symbol —), and analogously for the other direction
and diagonal (symbol «). Symbol — is used to identify the start of the top-right to



bottom-left diagonal. Symbols ~\, and / are used both to mark diagonals, and to state
that at the following row the center will be found. Notice that the language generated
by this tiling system does not contain pictures having side less than 7 - it is clearly
straightforward to extend it to cover those cases as well.

A simple extension of the same structure can be used to define a snake-deterministic

tiling system for the language L., mentioned at the end of Example 1. O

4 Snake determinism is equivalent to line unambiguity

In this section we prove our main result, showing that snake-deterministic tiling systems
are equivalent to t2b-unambiguous tiling systems.

Theorem 1. L(snake-DTS) = L(12b-UTYS).

In one direction, the result is easy (any snake-deterministic tiling system is also t2b-
unambiguous). The converse is less intuitive; in order to prove it, from now on let
T=(2,I,0m) be at2b-UTS.

First of all, let I'; (resp. ;) be the set of symbols in I” that may appear only in odd
(resp. even) rows, and w.l.o.g assume that I} and I, are disjoint. (Otherwise we can
mark with subscript i all elements that may appear in I';, possibly duplicating symbols
and tiles.) Consequently, as in the definition of snake-DTS, split the set of tiles into two
sets @1 and 0. If the resulting tiling system is not snake-deterministic, then we build
a snake-deterministic tiling system 7 = (2, I',®,7) that simulates 7. Before formally
defining 7, let us first point out some important remarks.

Given any X = (X1,X5,...,Xn) € r'my {#' and a = (ay,as,...,a,) € 2",
there exists at most one preimage A = (A, As,...,A,) € '™ satisfying relation (1).
However, we have no guarantees that A can be built from left to right deterministically.
For instance, for m = 4, T may allow the choices represented in Figure 1 (left).

#—>A —>A, —>A; —> A, > # #—=>A — Ay —A; — Ay —#
NN ™\ NN N\
A A=A A A A=A, A
\
AY —= Ay > A] Ay

Figurel. Graph (left) and tree (right) of the preimages of row (a4, a,, as, as).

Clearly, T being t2b-unambiguous, only one branch of the graph ends with #: the one
corresponding to A. In the other cases, a backtracking linear in the length of the row is
always sufficient to (eventually) determine A.

Remark 1. Since we are building a preimage of a fixed row a, at each position we can
choose among symbols that all have the same image through 7. E.g., 7(A;) = n(A}) =
T AH) =da.

1

Remark 2. Since 7 is t2b-unambiguous, the branch corresponding to A cannot con-
tain symbols with in-degree greater that one (otherwise there would exist two different
preimages of row a satisfying relation (1), a contradiction). In other words, if two or



more branches “collapse”, the successive symbols may be ignored. Then we can as-
sume that the graph of the preimages of a is actually a tree, where each symbol has
exactly one predecessor. We call it the tree of the preimages of a in I'. For the previous
example, the tree is depicted in Figure 1 (right).

Similar remarks can be done if we try to build the preimage of row a from right to left.

To simulate 7 deterministically on a picture p, we proceed as follows. Let p’ be
the unique preimage of p in L(®). When scanning rightwards the first row of p, we
compute and keep trace of the tree of its preimages in I'; at the end of the row, we
determine which branch is successful (i.e, the one that corresponds to the first row of
p’). When scanning the second row backwards, we use such information (together with
the traces we left in the previous scan) to reconstruct backwards the successful branch
and, at the same time, we compute and keep trace of the tree of the preimages in I” of
the current row. This procedure continues till the last row has been scanned.

To represent locally the tree of preimages of the current row, we store at each po-
sition the set of symbols of I" that may appear at the corresponding position of p’,
together with their predecessors in the tree. To represent the correspondence between a
symbol and its predecessors, which is unique by Remark 2, we use partial functions. For
instance, the tree of the previous example is represented by the sequence of partial func-
tions ((1’1,6112,0’3,6114,05), where C&'l(Al) = al(A'l) = aq(A’l’) = #, C&'g(Ag) = az(A'z) = Al,
@3(A3) = Az, a3(A)) = A}, a4(Ay) = as(A}) = Az, and as(#) = Ay,

We shall need some notation. Given a partial function f : X — Y, we set Iy = f(dy);
moreover, we write f(x) =L if f(x) is not defined, set 4y = {x € X | f(x) #L1}, and
say that f is non-empty if 4y # 0. For i = 1,2, let [y = I'; U {#) and call &; the set
of non-empty partial functions ¢ : Iy — I such that [m(4p)l = |m(Iy)l = 1 (this last
condition is the formalization of Remark 1). In particular, for every A € I}, let §f4 be the
function in @; with domain {#} such that #4(#) = A; moreover, let § be the function with
domain {#} such that §(#) = #. Finally, we abbreviate 7(4,,) by m(¢).

Recall that during the simulation we perform two operations at the same time: we
reconstruct the successful branch in the tree of preimages of the previous row, and
compute the tree of preimages of the current row. Hence the local alphabet of ¥ must
contain both pieces of information. This leads to the following definition:

f=f1Uf2Wheref1=f2X¢1,andf2=f1X¢2, (3)

VA, @) T2 7(A, @) = n(p). )

The role of symbol (A, ¢) is the following: A is the correct symbol that one should have

chosen when scanning the above position (i.e., the symbol appearing at that position

in p’), whereas ¢ keeps trace of all possible symbols that may appear in the current

position, together with their predecessors in the computation. Notice that w.l.o.g we
define more than one border symbol in I, i.e., all pairs (A, ¢) with 7(p) = #.

In order to define the set of tiles, we need some other notations. For any b €

2 U {#}, we introduce the partial function r-next, : [hxDhxd > & by setting
r-next, (X, Y, @) = 3, where, for every B € r 1

. . . . Y
A if 7(B) = b and A is the unique element in 4, s.t. € 0y,

B(B) =

€L otherwise.



Informally, r-next, (X, Y, @) represents all possible symbols that can appear in next po-
sition, when going rightwards, reading symbol b, and given previous neighbours like

f Yl with A e 4,.

Symmetrically, for any d € X let I-next, : I'; xI'} X d, — @, be the partial function
defined by I-next,(A, B, y) = ¢, where, for every D € I .

B
€ @2,

S(D) = {C if 7(D) = d and C is the unique element in 4, s.t.

L otherwise.

Lemma 1. Let v = (X, I, O, 1) be t2b-unambiguous and let X = (X1, Xo,...,Xn), A =
(A1, Ay, ..., Ay) and a = (ay,ay, ... ,ay) satisfying relation (1), with X; € ', U {#} for
every i. Moreover set

@ = r-next,, (#, X1, §), Vji=2,...,m: a;=rnexty,(X; 1, X, a)

Then, for every j=1,2,...,m, Aj € 4y, a1(A1) = #, aj(A)) = Aj_y for j # 1. Similar
results hold for the symmetric direction.

Proof. We reason by induction on j = 1,2,...,m. For sake of brevity, we use 4, to
denote 4,,. Clearly, A; € 4; with @1(A;) = # Now, assuming that the statement
. Xi|X; X:\X;
holds for k < j, we prove it for j + 1. We have =L ¢ @, 1f (LS
AjlAjn A% Aj
for some other A;. € 4; then, setting A]_, = ax(A}) for every k = j,...,2,1, we ob-
#X [ XX ] X, #
#A] ...A;.Aj” AL #
tion (1) holds but 7 is 2tb-unambiguous. Thus, A; is unique and hence A j,; € 4, with
aj1(Ajr) = Aj. O

[5G

tain that € 6,. This yields a contradiction, since also rela-

We are ready to prove Theorem 1, as a straightforward consequence of the following
proposition.

Proposition 3. Given a 12b-unambiguous tiling system v = (X, I, 0,n), let T be the
tiling system = (X,I",0,7) where I" and % are defined as in (3) and (4), while @ =
6, U ©,, where
(m(6), 7(y)) = (#,#) = (A, B) = (#,#),
0, = Eg’i)) Eg(’g; ) Deds 6(D)yed, n(A)=# = A=4
: ol 1 = r-nextz(D, 6(D), 1)

(m(@), n(B)) # (#,#),
0, = g(’g)) 5 El};ﬁ)) Bedg B(B)€do, n(y)=# = y=1
2 ¥ 0 = l-nextys(B(B), B, y)

Then, T is a snake-DTS equivalent to T.

Proof. The TS 7 is snake-deterministic by definition. We prove that 7(L(®) = - 1(L(O)).
First let p € L(@). W.l.o.g assume that the number of rows of p is odd; then p is as in



(GG (G%2) @) (GR) # 0 # | # | # | # | #
@ |Gha) #, 1) |G am) GhHa)| | # AL A At A #
(#, ﬂAﬂ) (AL, a1) [(Ap, @22) | |(Am, @) |, ) # |Agy |Aga |- |Agynet |Agm | #
(#, ﬂ) (A2,1,0'3,1) (A2,2,0Y3,2) (AZ,maa'S,m) (#, ﬁA;_m) # A3,1 A3,2 A3,m71 A3,m #
(#, ﬁ) (An—l,l,an,l) (An—1,23an,2) o (An—l,m,an,m) (#’ ﬁAn,n,) # An,l An,2 o An,m—l An,m #
) |Au i) (Ana, ) A B) (GR) ## | # - # | H# | #

Figure2. Examples of bordered pictures in L(0) (left), and L(O) (right).

Figure 2 (left). By the definition of @, this implies that the picture p in Figure 2 (right)
belongs to L(®). Moreover, one can easily see that n(p) = #(p). Hence, #(L(O)) C
n(L(O)).

On the other hand, consider a picture p as in Figure 2 (right). Then, let p be a picture
as in Figure 2 (left), where symbols A; ; are from p, whereas the partial functions a; ;
are defined inductively according to the boustrophedonic order of positions (7, j):

ay = r-nextﬂ(A]_l)(#, #, ﬁ), ay; = r-next,r(A]‘f)(#, #, al,j_l) j=2,...,m,
@ = I-nextya, ) (A #.8), @z = 1-nextya, (A1), Aajit @2j1) j=m—1,...,2,
@31 = r-NeXtya, ) (#H Az, ), @3 = r-nextya, y(Az i1, Az jy@rjor) j=2,...,m,

s

One can verify that each «;; is well defined. Indeed, using Lemma 1 one can prove that,
foreveryi=1,2,...,nand j=1,2,...,m, A;; € 4,,, and a; j(A; ;) is A; ;- if i is odd,
or A; j, if i is even. By the definition of 0, this implies that p € L(®). Since obviously
#(p) = n(p), we get n(1(O) C #(L(O)) and this concludes the proof. a

5 Class Snake-DREC

Theorem 1 implies that snake-DTS can simulate both t12br-DTS and t12br-DTS. Actu-
ally, this extension is proper as shown in next proposition.

Proposition 4. L(snake-DTS) properly extends L(t12br-DTS) U L(tr2bl-DTYS).

Proof. Since both t12br-DTS and t12br-DTS are t2b-unambiguous, the inclusion is a
consequence of Theorem 1. The inclusion is proper as testified by the language L =
Lac=fc N L3c=c described in Example 5. O

Notice that L(snake-DTS) does not extend the whole class Diag-DREC. For in-
stance the language L3,-; described in Example 3 is in Diag-DREC but, reasoning as
in [1], one can prove that it does not belong to L(snake-DTS). On the contrary, by
Proposition 4 we have that the closure under horizontal mirror of £(snake-DTS) prop-
erly includes Diag-DREC. However, it is not closed by rotation: for instance L3.—;. €
L(snake-DTS) since it is in L(tr2bl-DTS), but its rotation is not (see again Example 3).
This leads to the following definition.



Definition 3. Snake-DREC is the closure under rotation of L(snake-DTS). The lan-
guages in Snake-DREC are called snake-deterministic.

We conclude characterizing Snake-DREC and summarizing its properties in the
following theorem.

Theorem 2. Snake-DREC = Row-UREC U Col-UREC. Snake-DREC is properly in-
cluded between Diag-DREC and UREC. Snake-DREC is closed under complement,
rotation and mirrors, but not under intersection.

Proof. The first identity follows by Theorem 1, by applying rotations. Then, the inclu-
sions are a straightforward consequence of relation (2). Proposition 2 implies the clo-
sure under complement; the closure under rotation is obvious by definition; the closure
under mirrors follows by the closure under mirrors of both Row-UREC and Col-UREC.
L3,-y, is in Snake-DREC, but its intersection with all its rotations is not [1]. m|
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